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Abstract—We have conducted a study analyzing motion cap-
ture data of bodily expressions of human emotions towards
the goal of building a social expressive robot that interacts
with and supports hospitalized children. Although modeling
emotional expression (and recognition) in (by) robots in terms of
discrete categories presents advantages such as ease and clarity
of interpretation, our results show that this approach also poses a
number of problems. The main issues relate to the loss of subtle
expressions and feelings, individual features, context, and social
interaction elements that are present in real life.

I. INTRODUCTION

Discrete (and particularly basic) emotions have at the same
time been the object of much controversy and a powerful
driving force for research into the psychology of human
emotions. While other approaches, such as dimensional, com-
ponent processes and dynamical system models have gained
increased support, the discrete approach is still very widely
used. In affective computing and robotics research, discrete
emotions occupy a similar position: broadly adopted mid and
late 1990s, they are still the main paradigm in human-robot in-
teraction studies, particularly regarding automatic recognition
and expression, even though researchers (e.g., [1], [2], [3]) are
increasing aware of their limitations. Regarding specifically
bodily expression, much research in psychology, virtual agents
and robotics is devoted to the investigation of postural and
movement characteristics of basic and other discrete affective
states, primarily with the purpose of analysis and (automatic)
recognition of human emotions (see [4] for a comprehensive
analysis and [1] for a review), and more recently for synthesis
in animated characters and robots [5], [6], [7]. Researchers
working on bodily expression for the purpose of synthesis gen-
erally draw on data and methods stemming from recognition
studies. However, recognition studies are focused on finding
population trends and averages, which are suitable for finding
archetypal examples of different classes of emotions. However,
as pointed out by Bänziger and Scherer [2] and discussed
below in this paper, the data collected for perceptual studies
are not necessarily suitable for synthesis for human-robot
interaction. This is especially true in long-term interaction,
where partners would be expected to adapt to each other’s
individual modes of expression, and where a limited number
of expressions in a partner would be perceived as unnatural.

In line with the above, we carried out an empirical in-
vestigation, starting from data collection, examining the suit-
ability of a discrete emotion approach in our interactions—
that of a humanoid robot companion for children and young
adolescents, as part of the European project ALIZ-E (www.

aliz-e.org). Our aim was not to be systematic, but to analyze
examples of individual cases, since a robot should be able
to interact with, and be adapted to, any and each individual,
and individuals express emotions in different and unique ways.
Therefore we were not not looking for “good” exemplars of
different emotions. For this reason, we did not collect data
from a large number of individuals in order to calculate an
average, or from which we could choose our “best” expressions
of an emotion. Instead, we collected data from just two
individuals in two areas where discrete emotions play very
different roles—dance and theater. For the same reason, we
did not consider to what extent these expressions would be
considered typical examples of different classes of emotion
(what in HRI and related domains are known as “validation
studies”).

For the sake of grounding on and comparison with the
literature, we based it on the seminal study by Camurri et
al. [3], which collected and analyzed video data from dancers
portraying four emotions—Anger, Fear, Grief, and Joy. To
that set we added Pride, as it is very important from both
developmental and educational perspectives in our target user
population [8]. While we found broad correlations with our
reference [3] and similar studies, our results also revealed
a number of limitations and issues in the application of the
categorial approach to human-robot interaction.

The remainder of the paper is organized as follows: In Sec-
tion II we describe our data collection and analysis methods,
in Section III we describe our results, and in Sections IV and
V we consider how useful these results might be in the context
of human-robot interaction.

II. METHODS

A. Data Collection

Data from two performers were collected using different
induction methods based on each performer’s normal practice:

1) A professional dancer (male) performing short dance
sequences. Scenario outlines designed to evoke affective
responses were provided to the dancer who chose music
for the scenario. Following his normal practice, emotions
were not mentioned during the session; scenarios were
referred to as “scenario one” etc. He chose two fixed step
sequences in advance that were used for all scenarios,
along with free step sequences choreographed for each
scenario. A number of takes were made until the dancer
felt he had given a successful performance.
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2) A professional actor (female) coached by a director (male)
who, following their standard practice, provided scenar-
ios for improvisation designed to evoke specific named
emotions: sadness, fear, pride, anger and fear. In some
scenarios another actor (female, motion not captured)
interacted with the source actor. Work on each emotion
continued for around 10 minutes, until the director was
satisfied.

The use of a dancer allowed us to compare our results
with the foundational study [3]; it also allowed us to examine
a method of expression that is built from movement, and
hence where we might expect movement to carry the clearest
affective signal. In addition, the ALIZ-E project incorporates
a dance activity during the child-robot interactions and hence
the ability to communicate and read an internal emotional
state during this interaction was considered valuable. An actor
provided a contrasting set of expressive motion data; acted
emotion portrayals of daily life situations were also chosen as
they provide a more standard form of expression, are expected
to give rise to more prototypical expressions, and are widely
used in studies of emotion, both static (postures) and dynamic
(motion) expressions, see [2] for a discussion.

We used the Xsens MVN inertial motion capture system1

to capture full-body 3D motion. 3D skeleton motion capture
was chosen for the ease with which the captured motion could
be mapped onto humanoid virtual agents for motion synthesis,
as well as the ability to isolate the motion of individual body
parts. Camera-based systems such as Microsoft’s Kinect offer
similar capabilities at a consumer level, but the inertial sensor-
based system allowed motion information to be collected from
limbs which might be hidden from a camera. Results should
be transferable to any system which models human motion
using a skeletal model. The sampling frequency was 120Hz.
The proprietary Xsens software calculated values such as joint
angles from the raw data.

Performances were not validated with human observers
since we were interested in using the data as naturally ex-
pressed by different individuals, without any selective pruning
of difficult or ambiguous cases. Moreover, we used only one
actor and one dancer, rather than many, as we are interested in
developing a robot that can interact with any real-life individ-
ual with their own unique ways of expressing themselves, not
with a hypothetical human created from statistical averages.
See Section IV for further discussion of this.

B. Metrics for Expressive Motion Analysis

The study by Camurri et al. [3], as well as the numerous
studies stemming from it, used video processing techniques to
study expressive performances of dance and music. Drawing
on Laban’s effort parameters for movement analysis, they
defined metrics such as Quantity of Motion (QoM) and a
Contraction Index (CI) based on the extracted silhouette of
the performer and which were calculated using EyesWeb2. We
adopted these metrics as they have been widely used for the
analysis of expressive motion from videos, becoming a sort of
standard. However, given the 3D nature of our motion capture

1www.xsens.com/en/general/mvn
2www.eyesweb.org

data, we adapted the definitions originally formulated for 2D
video data.

C. Defining QoM and CI for 3D motion capture data

We (re)defined QoM and Expansion Index (EI, intuitively
the converse of CI) metrics for 3D data. In order to evaluate
our definitions we considered desirable properties for motion
analysis metrics:

P-1. Independence from the size of the person.
P-2. Independence from the orientation of the person.
P-3. Independence from the sampling frequency.
P-4. Independence from the motion capture system.
P-5. Statistically positive association with the corresponding

metric from video processing.

P-2 does not hold for the video processing QoM or CI,
since both depend on the position of the camera. P-3 does
not hold for the video processing QoM since it considers the
change in silhouette between frames, although the n parameter
can be adjusted to take into account more or fewer preceding
frames.

1) Quantity of Motion: We considered three potential def-
initions of QoM for 3D data:

QoM-1. The sum of the speeds of each skeleton segment, di-
vided by the number of segments and by the “height”
of the performer.3

QoM-2. As QoM-1, but with the origin fixed at the pelvis
segment, to give motion within the personal space.

QoM-3. The sum of the absolute changes of the joint angles
between samples, multiplied by the sample rate. For
each joint the single angle is that given by Euler’s
Rotation Theorem.

QoM-1 and QoM-2 are not independent of the motion
capture system used since the addition of extra segments, e.g.,
more spinal joints, while increasing the completeness of the
captured motion, weights the calculated QoM more towards
those regions of the body where the segments have been added.
An unevenly weighted metric (rather than a simple average, as
used here) could compensate for this.

QoM-3 is largely independent of extra internal joints being
recorded and of the motion capture system used. Therefore, we
adopted this definition for the main part of our analysis.

2) Expansion Index: We considered two definitions:

EI-1. The surface area of the convex hull of all the joint po-
sitions provided by the Xsens software, plus calculated
top of head, and right and left fingertip points. This was
divided by the square of the height of the head-neck
joint for a standing figure to give a unitless index.

EI-2. The length of a five-sided perimeter connecting the head-
neck, wrist, and foot-toe joints. In frames where using
an elbow gave a longer perimeter this was substituted
for the corresponding wrist. This was divided by the
head-neck joint height to give a unitless index.

3This was actually the height of the head-neck joint, since Xsens did not
supply the height to the top of the head.
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Fig. 1. Comparison of video processing QoM with: QoM-1 (top left), QoM-2
(top right) and QoM-3 (bottom).

EI-2 and EI-1 are comparable for “typical” body poses.
However, EI-2 is simpler and hence more easily calculated
in real-time for interaction purposes. While EI-1 is computa-
tionally more complex, it is intuitively more correct and also
covers unusual poses. EI-1 is thus more appropriate for our
current analysis purposes, where real-time is not an issue.

D. Comparison of video processing and 3D metrics

To confirm that our definitions were analogues of the
existing metrics, we selected one of our dance performances
with a variety of movements and generated an animation using

Autodesk 3ds Max
TM

. We then used EyesWeb to calculate QoM
and CI from this video, and compared them to the values
calculated from the motion capture data—see figure 1 for
QoM. The metrics were seen to follow each other. Finding such
correspondence for all our proposed metrics suggests that QoM
and EI are robust concepts, i.e., although some differences do
occur, they are broadly insensitive to changes in the way in
which they are calculated. In the remainder of the paper, we
use QoM-3 (joint angles), and EI-1 (convex hull).

III. ANALYSIS AND RESULTS

A. Acting performances

For each emotion, we selected sequences of motion capture
data in which the performance wasn’t interrupted (e.g., by
an instruction from the director) and where there was no
change in “scenario” (e.g. from standing to sitting, or from
one story to another). We then calculated QoM and EI for
each sample. Since it would not be useful to compare these
metrics in different “contexts”—the QoM when walking will
typically be higher than when standing whatever the mood—
for the purposes of analysis we divided the sequences into
three groups: standing, walking, and interacting with the other
actor. The results are shown in figures 2 and 3. Note that the
standing and interacting selections for the sadness mood are
the same: the actor was standing while being comforted.

B. Dance sequences

For the dance sequences, we calculated QoM and EI over
the selected performances. The results are shown in figures 4
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Fig. 2. QoMs for acted sequences: standing (top, y-axis expanded), walking
(center) and interacting (bottom).

and 5.

C. General observations

As our metrics have been constructed, and verified, to
follow existing 2D metrics we would expect our results to
follow previously observed trends.

1) Quantity of Motion (figures 2 & 4): As expected, the
QoMs for sadness were typically lower than for other emo-
tions. The exception was the acted walking sequences, where
the fear sequences had a very much lower QoM than all the
other sequences, while the pride and sadness sequences had
comparable QoMs.

The QoMs for joy in both acted and danced sequences are
typically amongst the highest. The two exceptions were the
acted interacting sequences, where some QoMs were in the
middle of the range while a single anger sequence had a mean
QoM much larger than the other sequences, and the danced
sequences, where the QoMs for “fleeing” fear were larger.

Anger sequences were expected to give high QoMs, and
although this was sometimes the case (particularly in the
acted walking sequences and in the acted interacting Anger
4, and in the dance sequences, where the QoMs for anger are
comparable to those for joy) in other cases we had low QoMs
(particularly acted standing Anger 5 and acted interacting
Anger 1). This illustrates the differences between expressions
of hot (high QoM) and suppressed (low QoM) anger.

For fear, the acted sequences showed very low QoM,
as expected. However the danced sequences showed a high
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Fig. 3. EIs for acted sequences: standing (top), walking (center) and
interacting (bottom).
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Fig. 4. QoMs for pre-choreographed (top) and free (bottom) dance sequences.

QoM, larger than both joy and anger. Recall that the emotion
labeled “fear” in our dance sequences was not described using
that word during data collection, but was instead invoked
by a scenario. The scenario in this case was “the building
is collapsing” and the dancer responded by choosing frantic
music and performing in a panicked or fleeing manner resulting
in a high QoM. The actor was conversely given a scenario for
fear which the director described saying “it’s dark” and “there
is a killer in the room” resulting in extremely cautious, slow
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Fig. 5. EIs for the pre-choreographed (top) and free (bottom) dance sequences

movements.

For pride, the results showed a degree of variety, with some
QoMs comparable to those of joy (acted standing Pride 4 and
5, and acted interacting Pride 1, and in the choreographed
dance sequences) and some to sadness (acted walking and free
dance sequences).

2) Expansion Index: In the danced sequences (figure 5) the
clearest result was a sharp reduction in the EI for the anger
sequences. This was caused by the dancer holding his arms
rigid, and closer to his body than normal. However, in contrast
to this, for the acted anger sequences (figure 3) the EI was
typically higher than in the negative-valence emotions of fear
and sadness. For the dance sequences portraying pride, there
was generally a larger EI than for other emotions. In the acted
sequences there were EIs in the lower range for walking and
interacting pride, but a wide range of values for standing pride.
There was no clear pattern for EIs in other dance sequences,
with EIs for the joy and sadness sequences at both the upper
and lower end of the central range.

For the acted sequences (figure 3), the EI of joy was often
higher than other emotions. This trend was strong in five out of
the six interacting sequences, but only marginal in the standing
sequences, where there was more similarity in EIs across the
emotions, probably due to the necessarily similar posture. In
the case of sadness, the standing/interacting sequences (recall
the same data were used for these) are lower than for other
emotions. In the case of walking the first sequence has a lower
EI, the second, showing residual sadness is closer to the other
emotions. There was little clear pattern for EIs in the acted
or danced fear sequences, with values in the high, middle and
low ranges in different situations.

IV. DISCUSSION

A. Problems with the general observations

While we were able to make a number of general observa-
tions above, based on a classification of our data into discrete—
and for the most part basic—emotions, in many cases these
observations were limited or may be misleading. We will now
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highlight a few situations in our data where use of the QoM and
EI might result in misidentification of the emotion. It should be
noted that with another actor or dancer we may have identified
a different set of specific problem cases. This is not a limitation
of the study but an inherent feature of emotion expression—
individual differences—that highlights the fact that the use
(and abuse) of discrete emotion categories with associated
prototypical expressions might be misleading.

1) The importance of context: The first observation to
make is that for the acted sequences, the similarities within
each group (standing, walking, interacting) can overwhelm
even strong differences between different emotion categories.
The pre-choreographed dance sequences served to provide
examples in which the context was to some extent controlled,
as the dancer was performing the same steps for each emotion.
In social situations, a human will take context into account
when assessing the emotion of another agent. This context
can include functional actions such as sitting, walking, holding
an object, or their focus of attention. It may also include
knowledge of the agent’s recent states, and any stimulus which
may have caused an emotional response.

2) Shortcomings of emotion labels: We have already noted
that our actor and dancer “fear” performances were very
different, due to the different induction methods used. In most
of the studies that we have found, induction is either based
on the use of emotional terms, or somehow “shaped” by
the experimenter; for example, Roether et al. [4] requested a
“fear” response from their actors, but they note that “if an
actor first spontaneously chose fast movements, we further
instructed him or her to induce a mood that matched slow
movements”. These differences in interpretation of an emotion
label are an example of a more general problem. As Bänziger
and Scherer [2] put it: “the use of emotion categories that
are too broad and unspecific is detrimental to progress in the
field. Basic emotional categories (anger, fear, sadness, etc.)
are rather unspecific.” When this is combined with a forced-
choice design it can lead to a false impression of the accuracy
of automatic recognition—see [9].

The use of a few emotion categories should simplify things
for automatic recognition. However it is a crude approximation
to the real world. On the other hand, using finer graded emo-
tional categories brings its own problems, as the interpretation
of subtle emotional labels can differ between individuals. In an
international research community this problem is made worse
by the use of multiple languages. For an extensive treatment
of these issues, we refer the reader to the large-scale cross-
cultural study of Scherer et al. [10].

3) Hidden and suppressed emotions: In our acted scenar-
ios, we had situations where anger was hidden (standing next
to someone in a lift—standing Anger 6 and 7), where sadness
was suppressed (walking Sadness 2, after a devastating event)
and where pride was felt, but the character wanted the other
person to guess what had happened (interacting Pride 1). As
noted above, in our danced sequences the performer chose
to dance (unlabeled) anger with the arms held tightly, closer
to the body than in other performances. This lead to a very
low EI for the whole sequence. The determined control of his
own body, combined with sudden, sharp movements, can be
considered similar to the acted sequence of suppressed anger
in the lift.

In human interaction, the expression of certain emotions
(e.g. anger) or extreme emotions may not be socially ac-
ceptable based on cultural norms. In addition, an individual
may not wish to (directly) share their feelings with someone
else. This results in “hidden”4 emotions. Related to this, a
person may wish, even when alone, to suppress negative
emotions such as sadness, in an attempt to hold back the
unpleasant feelings. Although very frequent in real life, from
a categorial perspective these behavioral manifestations would
be considered “atypical” expressions of emotions that, in a
forced-choice perceptual test could easily be forced into the
wrong category.

4) Assumption of monotonicity: In our acted performances
we had examples of the same emotion category with different
intensities. For example, from the standing selections, Sadness
1 and 3 were high levels of sadness (can be thought of as
despair) while Sadness 2 was not so intense. If sadness is
generally associated with less movement then we might expect
that greater levels of sadness would lead to a smaller QoM.
However this was not observed. Here increasing sadness to
despair lead to increased agitation and sobbing motions.

In another scenario, the actor was portraying a happy child
on her birthday who sees her present, a dog (figure 6, top
left). Initially walking, swinging her arms, the first reaction
(at around the 5 second mark) was to stop suddenly in joyous
surprise and, after an initial open gesture, to bend forward
to interact with the dog. This resulted in a drop in the mean
QoM and EIs, yet the portrayed emotion was an increase in
the intensity of happiness.
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Fig. 6. QoM/EI from acted: “sees a dog” Joy scenario (top left); walking Joy 3
(top right); walking Anger 2 (bottom left); and interacting Joy 5 (bottom right)

5) Easily confused emotion categories: As it is well known
in the literature, bodily expressions of joy and hot anger are
not easily distinguished by automatic recognition systems. An
example in our acted sequences can be seen comparing Joy 3
and Anger 2 walking sequences. These have very similar QoM
and EI distributions. Camurri et al. [3] tackled this problem by
looking at motion bells, essentially looking at the width of the
peaks of QoM. We can see this too in the graphs in figure 6,

4Although we use the term “hidden”, the social purpose may not be to
completely conceal the emotion, but rather to modulate it and communicate
it in a socially more acceptable manner.
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top right and bottom left, comparing how our metrics vary over
time, where there is a clear difference between the two, with
sharper, more frequent peaks for anger. However, the motion
bell approach does not always work. For example in the QoM
and EI for the acted Joy 5, figure 6, bottom right. In this
scenario the actor had “won the lottery”. The initial sequence
includes a number of sharp peaks similar to Anger 2. Informal
testing showing a skeleton animation based on this sequence
suggests that people also have difficulty recognizing this short
sequence as joy without sound or other clues.

B. Validating performances

In contrast with common practice, we did not collect
data from multiple actors and dancers in order to provide a
statistical average or to find examples of “good” portrayals
of each emotion. Rather, we are interested in any and all
portrayals, and therefore all examples are interesting in their
own unique way. In interactions in real life we do not correct
other people: “Hang on! That wasn’t a good expression of
anger. Do it again!”. People simply express emotions the way
they do, with rich individual, cultural and contextual variations.
Successful social robots will need to interact with individuals,
not with averages or gold standards.

In the same vein, after data collection, a common research
procedure stemming from emotion recognition studies is to
“validate” data by testing with human observers to see if
they can recognize the emotion. We again chose not to do
this for the following reasons. Firstly, in social interaction,
we need to consider how common it is to see emotions that
are expressed unambiguously in the short timescales that are
used in our analyses. In practice, emotions might be of low
intensity, and we have already noted that their expression
may be suppressed, or masked by other functional movement.
If we are creating an artificial social agent it needs to be
able to detect and respond to such subtle signals, as well as
being able to produce them in a convincing manner. Secondly,
the process of validating motion sequences for recognition
rejects data that are ambiguous or misleading. However, in
ambiguous situations a human might use contextual clues,
knowledge of the person, or might interact/observe further to
clarify (this interaction could be as simple as asking “Are you
OK?”). Interactions may take place over a period of minutes,
hours or years. Experimental data stripped of contextual clues,
interaction history, or the opportunity for further interaction
is not a realistic model for social interaction. A human may
also be poor at accurately recognizing emotions given such
artificially impoverished information, as suggested above in
the discussion of the confusion of joy and anger. By taking
away the social elements we are destroying the most powerful
tool we have for learning how to interact with others. Thirdly,
selection may also introduce an unintended bias into the
sample, where only certain types of clear-cut or stereotypical
expressions are retained for each emotion. Even if we have a
system for automatically recognizing emotions which outputs
probability distributions, as opposed to just selecting one
emotion, these probabilities should not be calculated based on
a misleading sample. In conclusion, if we are interested in data
that is representative of what would typically be seen in social
interaction, the selection should not be made on the basis of
accurate human recognition from limited cues.

V. CONCLUSION

Although modeling emotional expression (and recogni-
tion) in (by) robots in terms of discrete categories presents
advantages such as ease and clarity of interpretation, this
approach also poses a number of problems beyond the obvious
repetitious nature of the expressions and its negative impact
on believability and engagement. The main problems relate to
the loss of subtle expressions and feelings, individual features,
context, and social interaction elements that are present in
real life, not only in human-human interaction but also in
interaction with robots even in constrained settings, as we
have observed in children interacting with our robot [11].
In agreement with Coulson [5] and Glowinski et al. [12],
we need to rethink the way in which we conceptualize and
model emotions beyond categories and dimensions. In the
case of human-robot interaction we need to focus on what is
important for the interaction. For a social robot “recognizing”
or classifying the affective state of a human that is, say,
very still or moves very little, would not be as important
as producing a behavior appropriate to the interaction in that
situation.
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